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Course details



Program 04.11.2019

09:00 ɀ10:00 Linux introduction

10:00 ɀ10:15 Coffee break

10:15 ɀ12:00 Introduction to CSC services and platforms. GIS software and 

data in Puhti/Taito. Virtual rasters. Connecting to Puhti/Taito. Use of module 

systems.

12:00 ɀ13:00 Lunch break

13:00 ɀ14:30 Running jobs. Running R code in Puhti/Taito

14:30 ɀ14:45 Coffee break

14:45 ɀ16:00 Running Python code in Puhti/Taito
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Intro to CSC computing services



Non-profit state
organizationwith

specialtasks

Headquartersin 

Espoo, 

datacenter in 

Kajaani

Owned by state (70%)

and all Finnish higher education 

institutions (30%)

Turnover
in 2018

44,9 -Ώ

Circa

employees
in 2018

350



Kajaanidata center
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Reasonsfor usingCSC computing resources

ÅComputing somethingtakesmorethan 2-4 hours

ÅNeedfor morememory

ÅVerybig datasets

ÅKeepyourdesktop computerfor normalusage, do computationelsewhere

ÅNeedfor a servercomputer

ÅNeedfor a lot of computerswith the sameset-up (courses)

ÅConvenientto usepreinstalledand maintainedsoftware

ÅFreefor Finnishuniversityand for state researchinsitute users



CSC main computing resourcesfor GIS users

8

Puhti/Taito cPoutacloud
Rahti container 

cloud

System Supercomputer Virtual machinecloud Container cloud

Software Pre-installed software + 
user-installedsoftware

User-installedsoftware User-createdcontainers

Use cases Run demanding analyses 
with numerous CPUsor 
GPUs

Setup your ownvirtual 
machine and environment  

Host services easily (Jupyter
notebook server, GeoServer, 
PostGIS)



The corner stone of high-performance computing in Puhti

9

Graphical user interfaces: ArcGIS, QGIS Scripts: Python, R, shell, Matlab, ȣ
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text

Åtext

25.10.20194

In customer use
end of Q2 / 2019

PUHTI supercomputerspecifications

Å Launched 02.09.2019

Å Puhti has 682CPU nodes which each have 40 CPU

cores. In total Puhti has 27 280 CPUcores

Å Puhti AI is the GPUpartition of Puhti

Å It has 80 nodes which each have 4 GPUs(NvidiaTesla 

V100) and 40 CPUs

Å Peak performance 2,7petaflops. In June 2019 it was 

listed as the 166thfastest computer in the world (The 

TOP500 project )



Example GIS use cases for Puhti
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Å Satellitedata analysis

Å Forestmodelling

Å Prioritization of protected areas

Å Climatevariablesmodelling

Å Speciesmodelling

Å Routing / travelling time matrices

Å DEM analysis

Å GIS Machine learning



Puhti vs. cPouta

ÅPuhti

oReadyworkingenvironment

oSignificantamountof computingpower

oPreinstalledsoftware

oFinnishGIS data 

oLimitationson software that canbeused: Linux, no server, no root access

ÅcPouta

oFreehands, but alsomoreresponsibility

oLesscomputingpower

oAlwaysstarting from zero

o Operating system, firewalls, securitygroups, software installation, usersetc
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Realism check

ÅA single core in Puhti is only slightly faster than the one on your laptop

ÅThe computing power is based on quantity. Puhtihas tens of 

thousands of cores

ÅThis means running the same single core script in Puhti is not faster. 

You need to optimize the script to run on several cores at the same 

time (a parallel job) or split the problem to an array of jobs (an array 

job)
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The near future of supercomputers at CSC

MAHTI

ÅA more powerful supercomputer than Puhti

ÅLaunching early 2020

ÅDesigned especially for significantly larger jobs in mind 

(physics, chemistry)

ÅNo GIS software will be installed
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LUMI
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Å/ÎÅ ÏÆ ÔÈÅ ×ÏÒÌÄȭÓ ÆÁÓÔÅÓÔ ÓÕÐÅÒÃÏÍÐÕÔÅÒ 

systems at the time of completion

Å +200-million euro joint project of nine

European countries 

Å Launching early 2021

Å Peak performance over 200 petaflops which 

is more than 10times the performance of the 

current fastest in Europe



ALLAS ɀobject storage: what it is for?

ÅAllas is a new storage service for all computing and 

cloud services

o Default quota 10 TB / Project.

o Available in Taito, Puhti and Mahti

o Data can also be shared via Internet

o An object is stored in multiple servers so a disk or 
server break does not cause data loss

o Data cannot be modified in the object storage ɀ
data is immutable



ALLAS ɀobject storage: what it is for?

ÅALLAS supports two popular protocols

ÅSwift 

Åswift, rclone, a-tools, cyberduck

ÅS3

ÅS3cmd



Allasɀhow to use with Puhti

In customer use 
end of Q3 / 2019

ÅRclonebased scripts by CSC for using Allas in Taito and Puhti

ÅA-tools tries to provide easier and safer way to use Allasfor 
occasional Allasuser users

ÅMain commands:

Åa-put Upload a file or directory to Allasas one object

Åa-get Download a stored dataset (object) from Allas

Åa-list List buckets and objects in Allas

ÅMore information: https://docs.csc.fi/#data/Allas

a-tools
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Getting access to CSC resources ɀMy CSC portal



My CSC
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ÅWeb portal for all CSC users ɀmy.csc.fi

Å Createan account

Å Manage your account

Å Create and manage projects

Å Apply for computing services and resources

https://sui.csc.fi/


How to get started

ÅFollow the instructions in docs.csc.fihttps://docs.csc.fi/#accounts/

ÅCreate an account at the My CSC service  https://my.csc.fi

oLogin with own university / institute credentials via HAKA or Virtu

ÅCreate or join a project 

oNew project has to be created by a Project Manager who can then invite users

oProject manager has to apply for access to different services (Puhti, Rahti, Allas) 

and the user has to accept the user license in my.csc.fi
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https://docs.csc.fi/#accounts/
https://my.csc.fi/


Enabling services and accepting user agreement

ÅAfter opening a project, on the right side of my.csc.fithere

exists a list of available CSC services

ÅProject manager has to apply for the services and every user 

has to agree on the user license before they can start using 

them

oYou can accept the license by opening the tab of the service

Å)Æ           ȟ ÙÏÕȭÒÅ ÇÏÏÄ ÔÏ ÇÏȦ
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Requesting additional billing units

ÅProject manager can request additional billing units for the project 

from my.csc.fi

ÅJust hit after opening a project and apply for 

resources

ÅMore on billing units later 
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GIS software and data in Taito/Puhti



Pre-installed software

ÅCSC provides researchers the largest collection of scientific software and 

databases in Finland.

oSome software installed to Taito/Puhti is commercial, read the license terms from 
software pages. For example MatLab requires both CSC and user license.

oNo license restrictions for GIS-software.

ÅThe list of pre-installed and supported scientific software packages can be 

found at:

oPuhti: https://docs.csc.fi/#apps/

oTaito: https://research.csc.fi/software
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https://docs.csc.fi/#apps/
https://research.csc.fi/software


GIS software in HPC Taito and Puhti

oArcGISPython API

oCloudCompare

oFORCE

oGDAL/OGR

oGRASS GIS

oLasTools, also.exetools
with Wine

oMatLab/ Octave

oMapnik

oPDAL

oPython GIS packages

oQGIS

oR GIS packages

oSolaris

oSNAP, sen2cor

oSagaGIS

oTaudem

oZonation



GIS Software not available in HPC Taito/Puhti

Windows software:

ÅArcGIS, but ArcGIS Python API is in Puhti

ÅMapInfo

Server software

ÅGeoServer, MapServer

ÅPostGIS

Web map libraries

ÅOpenLayers, Leaflet



Parallel computing with GIS software

ÅOut-of-box parallel: Taudem

ÅOut-of-box somethingin parellel: SagaGIS, R (raster, lidR), GRASS, gpt in 

SNAP

ÅParallelpackagesof Python (multiprocessing) and R (severaldifferent), 

Python canuseonly onenode= 24-40 cores.

ÅArrayjobsweSLURM, we get backto thesesoon.
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Installing software

ÅPossibilityto install software for own use

oThesoftware mustbeavailablefor Linux

o .. and installationmustbepossiblewithout root access

oEasyisntallationswith conda

oSlowerinstallationsfrom sourcecode, askfor help!

ÅYoucanaddalsopackagesto R and Python 

ÅAskCSC servicedeskto installsomesoftware for everybody



GIS data in Taito/Puhti

ÅHosts large commonly used datasets

ÅReduces the need to transfer data to Taito/Puhti

ÅLocated at 

ÅTaito: /proj/ogiir-csc/

ÅPuhti: /appl/data/geo/ 

ÅAll Taito/Puhti users have read access.

ÅOnly CSC personnel have write access.

ÅFor data with open license

ÅIf you think some other dataset should be included 

here, ask from servicedesk@csc.fi

All Paituliopen data 
+
Syke

All open datasets
LUKE 

Multi-source national forest inventory
NLS

Topographic database (gpkg)
Virtual rastersfor DEMs

https://research.csc.fi/gis_data_in_taito

https://research.csc.fi/gis_data_in_taito


Virtual Rasters in Taito

ÅReady made virtual rasters for 2m and 10m dems

ÅAllows working with dataset of multiple files as if they were a single file.

ÅXML pointing to actual raster files

ÅExternal overviews and xml headers

ÅA python script to create your own for a specific area



Connecting to the CSC supercluster Puhti



Accessing Puhti ɀLinux & Mac OS

o On UNIX / Linux / OSX command line
o ssh <username>@puhti.csc.fi

o On Windows: PuTTYor some other tool. 

o In Win10 you can use also Linux subsystem.

oPutty can be installed without admin privileges

ÅOrganizations with IT-services from Valtori

usually need extra steps, ask from local IT-

department
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PuTTY
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Moving files

ÅCommand line tools: scp,wget, rsync

ÅGUI FTP-tools: FileZilla or WinSCP

ÅMore information on connecting to Puhti

o https ://docs.csc.fi/#computing/overview/#connecting -to-puhti
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WinSCP
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FileZilla



Tips for file transfers

ÅWhendownloadingfrom exernalservicestry to download

directly to CSC, not via your localPC

ÅIf you plan to download large quantities of big files use

o Rsync

o wget/curl if HTTP-urls

ÅA new CSC file management system Allasshould be used to 

ÓÔÏÒÅ ÐÒÏÊÅÃÔȭÓ ÄÁÔÁ
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Data transfer speed examples
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50Mb / s 25 Mb/ s 5 Mb /s

1 kb 0,00002 s 0,00001 s 0,0002 s

1 Mb 0,02 s 0,01 s 0,2

1 Gb 20 s 40 s 3,5 min

1 Tb 5,5 h 11 h 2d7h

Å 50 Mb/s often the realisticfast speed
Å 25 Mb/s good normal speed
Å 5 Mb/s realisticspeedin mobile network



Graphicalconnection

o NoMachine
o sshwith ɀX (or ɀY)

o ssh - Y <username>@puhti.csc.fi
o In Windows and Mac requires additional 

software, for example Xmingand XQuartz
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NoMachineRemote Desktop

ÅClientconnectionbetweenuserand gateway

ÅGoodperformanceevenwith slownetwork

ÅSSHfrom gatewayto server(fast if local)

ÅPersistentconnection

ÅSuspendable

o Continuelater at anotherlocation

ÅRead the instructionsȣ

o keyboardlayout, macspecificworkaroundsȟ ȣ

ÅChoosean applicationor serverto use(right click)
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https://research.csc.fi/-/nomachine


Taito-shell / Puhti-shell

ÅFor interactivework

ÅMax 4 cores

ÅMax memorydependson other users, still likelymorethan on 

a laptop.

ÅPuhti-shellnot availableyet.

ÅNoMachine worksbestwith Taito-shell/ Puhti-shell.

ÅSamesoftware and data foldersas in Taito / Puhti.
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Local directories in Puhti



Local directories at Puhti
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Directory Owner Capacity Num. files Path Cleaning

home ($HOME) Personal 10 GiB 100 000 /users/<user-name> No

projappl Project 50GiB 100000 /projappl/<project> No

scratch Project 1 TiB 1000 000 /scratch/<project> Yes ɀ90 days

Å The quota of the scratchand projappl directories can be increased by contacting 
servicedesk@csc.fi

Å More information -https://docs.csc.fi/#computing/disk/
Å No back-up

https://docs.csc.fi/#computing/disk/


Module system



The module system

ÅModules are used to load software in Puhti

ÅModules

oare necessary on a system with mutually incompatible software

ocan be for a single program or group of similar programs

o load applications, adjust path settings and set environment variables

48


